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Abstract—Data anonymization is a viable solution for data owners to mitigate their privacy concerns. However, existing data
anonymization tools are inflexible to support various privacy and utility requirements of both data owners and data users. In most
cases, this limitation is due to a lack of understanding of those requirements as well as the non-customizability of the existing tools. To
address this limitation, we propose ICAT+, which is an interactive and customizable anonymization approach. More specifically, we first
automate the interpretation of data owners’ and data users’ textual requirements by deploying a Convolutional Neural Network (CNN)
model for Natural Language Processing (NLP). Second, we introduce the concept of the anonymization space to model possible
combinations of per-attribute anonymization primitives based on the level of privacy and utility that each primitive provides. Third, we
design an ontology model that maps the translated requirements into their appropriate anonymization primitives in the defined
anonymization space corresponding to the plain data. Fourth, we evaluate the efficiency and effectiveness of iCAT+ based on both real
and synthetic network data. Finally, we assess its usability through a real user study involving participants from industry and research
laboratories. Our experiments show the effectiveness and efficiency of our solution (e.g., requirement translation accuracy of 99% at

the data owner side and 98% at the data user side, with a computational time of around one minute for the Google cluster dataset).

Index Terms—Network data anonymization, property-preserving anonymization, anonymization space, deep learning, requirement

translation.

1 INTRODUCTION

Network data has recently become an increasingly valuable
asset that enables various applications for different stake-
holders in many sectors [1]]. At the same time, the reluctance
in sharing that data, especially from the fear of sensitive
information leakage, is also well-known (e.g., [2]], [3]). More-
over, this reluctance is exacerbated by potential financial
implications of privacy regulations (e.g., the General Data
Protection Regulation (GDPR) [4]), by an increasing trend of
emerging attacks (e.g., frequency analysis and data injection
attacks [5]) and high profile data breaches and misuse
incidentﬂ and by the growing availability of large-scale
data analytics that might further empower the attackers.

To this end, data anonymization is a widely adopted
solution for mitigating data owners’ concerns [6]. On the
other hand, since data users are often not interested in the
plain data itself, but in its semantics [7], anonymized data
also could be useful for data users to attain their goals.
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Nonetheless, a key challenge in applying anonymization
solutions is that the effectiveness of such solutions critically
and solely depends on how well the data owner makes
the right choices of anonymization primitives. Such choices
must achieve the significant trade-off between utility and
privacy so that the data owners’ sensitive information is
properly hidden, whereas the desired information by the
data receivers is well-preserved. On the other hand, such
a choice is highly dependent on a proper understanding
of all the requirements from both data owners and data
users. To fulfill those requirements at a satisfactory level,
a data owner needs to: (i) understand his/her own privacy
requirements as well as the utility requirements of potential
data users; (ii) understand the capabilities (in terms of
anonymization primitives) of the available anonymization
tools; (iii) map all the privacy/utility requirements correctly
and consistently onto the capabilities of the anonymization
tools; and (iv) select the right combination of anonymization
tools for different data attributes to achieve the desired
trade-off between utility and privacy.

However, since most data owners may not be familiar
with all the privacy concepts and solutions, they would
find those tasks challenging, if not infeasible. Additionally,
they may not have much incentive to understand the utility
requirements of data users. Moreover, due to the lack of an
efficient and automated translator, data users may also fail
to translate their requirements in an accurate way to present
their demands to the data owners. As a ramification, the
data owners may simply decide to withhold the datasets, as
indicated in several studies (e.g., [8]). Such tendency prac-
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ticed by data owners of withholding the datasets is under-
standable since fulfilling those tasks would demand a sys-
tematic knowledge of the search space, i.e., all possible com-
binations of anonymization primitives and their mapping to
the privacy/utility requirements. Moreover, most existing
anonymization tools (e.g., Loganon [9], Camouflage [10])
only support a limited number of choices, providing one-
size-fits-all solutions, and manually mapping the privacy
and utility requirements onto the tools” anonymization ca-
pabilities. In summary, there are two major gaps: (i) the first
gap is between the capability of a typical data owner and
the expectations of current solutions from data owners to
identify the right combinations of anonymization primitives
for given privacy/utility requirements; and (ii) the second
gap is between the wide-range of privacy/utility require-
ments and limited support of anonymization capabilities by
existing tools.

To fill in both gaps, our key idea is to design an au-
tomated, interactive, and customizable data anonymization
framework that can translate privacy/utility requirements
to identify the right combination of anonymization prim-
itives that satisfy those privacy/utility requirements. More
specifically, we first design a Convolutional Neural Network
(CNN) model to automatically translate both data owners’
and data users’ requirements expressed in natural language
(i.e., English) into their corresponding anonymization prim-
itives. Second, we identify the different data attributes and
generate possible combinations of anonymization primi-
tives, namely, the anonymization space. Third, we build an
ontology that develops rules for mapping the translated
requirements to the anonymization space that can provide
privacy-utility guarantees. Finally, we apply those mapping
rules to translate requirements to the anonymization space,
and provide a set of anonymization combinations that
satisfy both parties’ requirements. In summary, our main
contributions are:

1) We propose an automated approach to translate the re-
quirements (expressed in English) of both data owners
and data users by implementing a CNN model, and
mapping them onto the anonymization space through
the NLP and the ontology modeling. Such automated
translation and mapping of user requirements improve
the usability for data users and data owners as well as
reduce the potential human errors (i.e., the effectiveness
of the translation of the requirements is around 98% for
data users and 99% for data owners).

2) To the best of our knowledge, our notion of anonymiza-
tion space is the first model that systematically character-
izes and organizes existing anonymization primitives
based on their relative capabilities in terms of privacy
and utility. This model provides data owners a compre-
hensive and yet intuitive understanding of the available
anonymization choices, and it also, for the first time,
allows the data users to be actively involved in making
their own decisions.

3) We design and implement an automated tool, iCAT+,
that integrates popular anonymization primitives into a
single framework, and selects and configures the proper
primitives that satisfy the requirements of data owners
and data users by utilizing the proposed anonymization
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space. Compared to most existing anonymization tools,
iCAT+ interactively provides more flexibility (access to
the entire anonymization space) and better usability
(automated requirement translation), and can support
the largest combination of attributes and anonymiza-
tion primitives.

4) We experimentally evaluate the effectiveness of iCAT+
using both synthetic and real (e.g., Google cluster
dataset [11]]) data, while the usability of iCAT+ is ap-
praised through a user study involving participants
from both industry and research labs.

A preliminary version of this work, proposing the basic
idea of customizable anonymization for network data, has
appeared in [12]. In this paper, we significantly improve our
previous work [12] by introducing an automated translation
model by leveraging deep learning to attain a more accurate
and effective requirement translation as well as better user
experience. More specifically, our major extensions are: re-
designing the system architecture to accommodate the new
CNN module and the new feedback module (Section ;
(i) deploying a CNN model that provides an automated
and highly accurate language processing predictions rang-
ing from semantic to syntactic constituent for the purpose
of machine translation (Section [); (i) proposing a new
feedback module, which triggers an option for manual
interpretation if a request cannot be translated properly,
and consequently, updates the ontology model with the
respective interpretation of that failed request (Section [5);
(iii) conducting new experiments on both real and synthetic
data to measure the efficiency of the requirement translation
and the deep learning technique and comparing the perfor-
mance of iCAT+ with our previous work [12] to illustrate
the significant improvement (Section @; and (iv) conduct-
ing three new case studies focusing on the size of the
anonymization space, the multilevel anonymization, and
the user satisfaction of the anonymized data, respectively,
for one of the most popular public datasets, e.g., Google
cluster dataset [11] (Section[7).

The remainder of this paper is organized as follows. Sec-
tion 2] provides the motivation behind iCAT+ and discusses
the preliminaries. Section [3| presents an overview of iCAT+
and anonymization space. Sections [4] and [f] elaborate on
the requirement translation and requirement mapping steps,
respectively. Section [6] presents our experimental results.
Section [7] discusses case studies based on iCAT+. Section
provides detailed discussions and Section [J] reviews related
works. Finally, Section [10] concludes this paper.

2 MOTIVATION AND PRELIMINARIES

In this section, we further illustrate our motivation using
an example. Additionally, we define our threat model and
discuss the considered anonymization primitives.

2.1 Motivating Example

Figure|l|depicts a scenario where data owners (on the right)
would like to anonymize their data using anonymization
tools (in the middle) before handing over the data to the
data users (on the left). Specifically, first, we consider three
data users (Alice: an external auditor, Bob: a university
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Figure 1: The motivating example.

collaborator, and Charlie: a security administrator) who
intend to conduct different analysis tasks, i.e., reachability
verification, ML time series analysis, and network secu-
rity, respectively. Second, we consider a data owner who
has different trust levels to those users: distrusted, semi-
trusted, and trusted. Third, we consider four different ex-
isting anonymization tools (i.e., TCPanon [13]], Canine [14],
Flaim [15] and CoralRef [16]) which might be used for this
scenario only if they ensure appropriate anonymization for
the desired trust levels (i.e., privacy requirements) of the data
owner as well as preserve data quality for the planned
analysis tasks (i.e., utility requirements) of data users. How-
ever, matching both requirements and identifying the most
appropriate anonymization tools might become a non-trivial
task for data owners and users for the following reasons.

« Even though each data user (e.g., Alice) might have an
understanding of his/her analysis tasks (e.g., reachabil-
ity verification), identifying their correct and concrete
utility requirements (e.g., preserving both sequences
of timestamps and subnets in IPs will be needed for
reachability verification) might not always be feasible
(as confirmed later by our user-based experiments in
Section [6). This is mainly because multiple iterations
of interactions between a data owner and data user
have to be performed to identify the correct utility
requirements.

o Even though a data owner might be capable of un-
derstanding his/her trust level on each data user (e.g.,
Alice is trusted), relying on data owners for identify-
ing concrete privacy requirements (e.g., Alice can only
be given prefix-preserving and sequentially numbered
data) might not be practical mainly due to the fact that
real-world data owners are usually not so considerate
and might simply go with whatever is suggested by a
handy anonymization tool [17].

o As shown in the middle of Figure[l} most existing tools
(e.g., [13], [14], [15], and [16]) only implement a small
set of anonymization primitives (e.g., constant shifting,
hashing) suitable for a subset of the data attributes
(e.g., timestamp, IP). Furthermore, those tools are not

customizable enough to accommodate specific combi-
nations of privacy and utility requirements. As a result,
most tools fall short to satisfy the requirements from
data owners and data users.

To address the aforementioned challenges, we propose
iCAT+. Intuitively, iCAT+: (i) automatically translates data
users” utility requirements in terms of data attributes; (ii) au-
tomatically translates data owners’ privacy requirements
in terms of anonymization primitives; and (iii) defines the
entire “anonymization space” (that maps data attributes and
their related anonymization primitives) instead of covering
a subset of it. We elaborate on iCAT+ in Section 3]

2.2 Threat Model

We define the parties who are involved in the data
anonymization process and their trust relationships in a
more realistic approach as follows:

o Data owner: who has useful datasets that can be used
for different purposes and is interested in protecting
the privacy of his/her data to avoid any data misuse.
The data owner has different trust levels to the data
users, which determines the exposure of data that s/he
allows.

» Data users: who have different intentions of using the
data (e.g., auditing, research purposes), are interested
in having the maximum data utility to achieve valid
results. The data users trust the data owners and are
willing to share their use cases with them.

In the following, we elaborate on both in-scope and out-
of-scope threats.

In-scope threats. We assume that both data owners and
users are willing to follow the procedure to express their
requirements, while the data user is interested in obtaining
output with a higher utility if the tool provides him/her
with such an opportunity. Moreover, we consider the case
where the data user might tamper with the learning and
requirement translation process to obtain a higher utility
output.
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Out of scope threats. The intention of iCAT+ is not to
mitigate any weakness or vulnerability of the underlying
anonymization primitives (e.g., frequency analysis, data in-
jection attacks, or data linkage attacks). Consequently, those
primitives are used as a blackbox in our data anonymization
module and can be replaced by other, better primitives
when available. Also, we do not consider the case where
a data user uses the tool with the data owner’s privileges,
where s/he has more capabilities. Finally, any integrity
breach of the translation in NLP techniques is beyond the
scope of this work.

2.3 Anonymization Primitives

In spite of existing many data anonymization primitives
in the literature, most current tools only support a limited
number of primitives (a detailed review of related works is
provided in Section ). Table [I] provides a list of such com-
mon anonymization primitives, examples of plain data, and
the corresponding anonymized data obtained using those
primitives. However, this list is not meant to be exhaustive,
and our model and methodology can be extended to include
other anonymization primitives.

[ Primitive [

Plain Data Input

[ Anony. Output

Prefix-preserving 1P1:12.8.3.4; 1P1:51.22.7.33;
1P2:12.8.3.5 1P1:51.22.7.19

Truncation 1P1:12.8.3.4 1P1:12.8.X.X

Const. Substitution Version:2.0.1 Version:VERSION

Const. Shifting

Time1:2019-03-31;
Time2:2019-03-30

Time1:2022-03-31;
Time2:2022-03-30

Random Shifting

Time1:2019-03-31;
Time2:2019-03-30

Time1:2003-03-31;
Time2: 2015-03-30

Sequ. Numbering Time1:2019-03-31; Timel:T1;
Time2:2019-03-30 Time2:T2

Partial Hiding Time1:2019-03-31 Time1:2019-X-X

Hashing 1D:40018833 1D:H3%s2*D9

Clustering Port1:25; Port2:77 Port1:20; Port2:70

Permutation Port1:25; Port2:77 Port1:77; Port2:25

Randomization Portl: 25; Port2:77 Port1:42; Port2:29

Table 1: Examples of plain data inputs and their correspond-
ing anonymized outputs.

3 AN OVERVIEW OF iCAT+

In this section, we provide overviews of the iCAT+ ap-
proach, as well as our anonymization space, and preference
up and utility down (PU/UD) rules.

3.1 Approach Overview

Figure [2| depicts three major processes of iCAT+ includ-
ing their corresponding steps: (i) requirements translation
(Steps 1-3), (ii) anonymization space identification (Steps
4-6), and (iii) requirements mapping (Steps 7-8). In the
following, we elaborate on each of them.
Requirement translation: To ameliorate the burden of
both the data owners and users, iCAT+ accepts the
privacy constraints and the utility requirements as plain
text in English. In Steps 1-2, it translates those re-
quirements into a combination of anonymization prim-
itives and data attributes using NLP. In Steps 3-6,
iCAT+ provides a feedback option to allow users to
perform manual interpretation, in case the NLP fails
to translate any requirement. Anonymization space
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identification: In Step 7, iCAT+ filters and pre-processes
the plain data entered by the data owner to remove
undesired columns and rows. In Step 8, it extracts
the total number of attributes (e.g., six columns) and
their corresponding types from the processed input
data (e.g., IP address, string, and timestamp). Then,
iCAT+ identifies the anonymization space based on the
number of attributes and data types generated from the
previous steps. Requirement mapping: In Step 9, based
on the attribute type of each requirement, iCAT+ maps
those requirements into anonymization primitives in
the anonymization space corresponding to the input
data. Finally, based on the intersection between the data
owner and data user requirements, iCAT+ provides a
set of anonymization combinations to the data user
which also meets the data owner requirements.

Note that the CNN model is newly added to the architec-
ture and provides automated and highly accurate language
processing predictions, ranging from semantic to syntactic
constituents for the purpose of machine translation. More-
over, the new feedback module, which triggers an option
for manual interpretation if a request cannot be translated
properly, and updates the ontology model with the respec-
tive interpretation of that failed request to improve the
requirements translation process. These steps will be further

detailed in Sections and respectively.

3.2 An Overview of Anonymization Space

This section first describes the need for an anonymization
space and then define our proposed anonymization space.

The Need for an Anonymization Space. There is a need
to determine a systematic approach to represent and orga-
nize all the possible choices of anonymization primitives
for applying on a given dataset to offer the freedom of
choice to data owners for heightening the privacy level even
after ensuring the acceptable utility level for users. More
specifically, first, assigning a trust level for each data user
and translating this trust level into a privacy requirement is
not a straightforward process due to the limited capabilities
available by existing tools. Second, the existing anonymiza-
tion primitives (i.e., shown but not limited to in Table
provide a wide range of anonymization possibilities and
lead to cover a large number of trust levels as listed below.

o Each data attribute may be anonymized using a differ-
ent collection of the anonymization primitives (e.g., IPs
may work with prefix preserving, truncation, hashing,
etc., while IDs with clustering, hashing, etc., and both
can be either completely hidden or given as simple text
without any anonymization).

e Or, different anonymization primitives applied to an
attribute may yield different levels of, and sometimes
incomparable, privacy and utility (e.g., for IPs, hashing
provides more privacy/less utility than prefix preserv-
ing, whereas they are both incomparable to truncation
or randomization).

e Or, the data owner and data users’ requirements typ-
ically involve multiple attributes, as demonstrated in
Figure|l} and sometimes in a complex fashion, e.g., the
data owner might say “I can only give you the data
with the IPs hashed, or with the IDs clustered, but not
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Figure 2: An overview of iCAT+.

both”, while a data user asks “I know I may not get
the data with the IPs truncated and the IDs hashed, but
what would be my next best option?”

Definition of the Anonymization Space. To meet the above-
mentioned needs, we propose a novel concept, namely,
anonymization space, by considering each data attribute as
a dimension, and each combination of anonymization prim-
itives that can cover all the attributes as a point inside
the anonymization space. Since anonymization primitives are
not always comparable in terms of privacy/utility, inspired
by Denning’s Axioms [18]], [19], we consider the collection
of anonymization primitives applicable to each attribute
to form a lattice [20] on their relationships in terms of
privacy and utility. The product of all those lattices is the
anonymization space. The formal definition and an example
are as follows.

Definition 3.1 (Anonymization Space)

Given A = (ay,aa,...,a,) as a set of attributes to be
anonymized, and given F; = {f1, fa,.. ., fm}(1 < i < n)
as the anonymization primitives set applicable to a;, we define:

o The attribute anonymization lattice L;(1 < ¢ < n) as a
lattice (F;, <) where for any f1, fo € F;, we have f1 < fo
iff f1 provides better utility and more stringent privacy than
fo when applied to a;, and

o The anonymization space corresponding to A is denoted by

H?:l L;.

Example 3.1 Figure BlA (top) shows some examples of
anonymization primitives, Figure 3|B (middle) shows their
applicability (using their indices) to six attributes, and Fig-
ure B|C (bottom) shows the six attribute anonymization lat-
tices. Due to space limitations, we omit the anonymization
space representation (which would have a size of 20,736
different anonymization combinations).

3.3 An Overview of PU/UD Rules

The privacy up and utility down (PU/UD) rules are to ad-
dress one of the major challenges in mapping privacy or util-
ity requirements into anonymization primitives to ensure

acceptable utility levels for all data users without infringing
the data owner’s privacy. Inspired by the Bell-LaPadula
(BLP) model [21], in PU/UD rules, we adopt a concept
of jointly enforcing the privacy and utility requirements
through a simple access control mechanism. In this mech-
anism, data users actively participate in the anonymization
process to maximize their utility levels, while this mecha-
nism itself ensures the data owner’s privacy concerns.

By considering each point (i.e., the collection of
anonymization primitives) in the anonymization space as a
privacy /utility level, the data owner’s privacy requirement
can be mapped to a level in such a way that anything
above this level can satisfy the privacy requirement. This
mapping is an automated process, and its implementation
details will be discussed in Section |5 Since this approach
yields higher privacy, we define this as the privacy-up rule.
Simultaneously, a data user’s requirement can be mapped to
a level in this anonymization space below which any level
would satisfy the utility requirement, namely, the utility-
down rule. Hence, these privacy-up and utility-down rules can
be combinedly called PU/UD rules. The formal definition
and an example are as follows.

Definition 3.2 (PU/UD rules) Given the set of attributes A, the
corresponding anonymization space AS = [, L;, then:

e The Privacy Up (PU) lattice denoted by L,, € AS, represents
the nodes that have the least utility level compared to what is
specified by the data owner in the privacy requirement.

e The Utility Down (UD) denoted by L., € AS, represents the
nodes that have the least privacy level compared to what is
specified by the data user in the utility requirement.
Respectively, any L € AS will satisfy both requirements if
L, < L (PU) and L < L,, (UD) are both true.

Example 3.2 Figure 4| shows an example of anonymization
space corresponding to the IP and ID attributes and the
PU/UD rules for two data users, Alice and Charlie. The data
owner requires hashing (Ha) for IPs and no anonymization
(NA) for IDs. By the privacy-up rule, all levels inside the
upper shaded area will also satisfy privacy requirements.
Alice’s and Charlie’s utility requirements are as follows.
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B) Attributes and their correspondmg anonymization primitives

| No Anony | | Prefix Preser. | | Const. Subst. | | Rand. Subst. | | Seq. Numb. | | Hash. | | Partial Hiding | | Trunc. | | Clust. | | Perm. | | Rando. | | Hiding |
1 2 3 5 6 . T .. 9 10 11 12
A) Network data anonymization primitives
| IP Address | |Integer/dec|.mal| | Identifier | | Time/date | | Constant | | String |
[1.2.6,8,11, 12} {1,3,7,9,11, 12} 1,6,9,12 {1,457, 11,12} { 14512 } {1,3,7,9, 11,12}

C) Per-attribute lattices

Figure 3: An example of anonymization space: A) examples of anonymization primitives with their indices, B) examples of
data attributes and their applicable anonymization primitives, and C) the per-attribute anonymization lattices.
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Figure 4: An example of anonymization space for attributes IP
and ID, and the PU/UD rules for Alice and Charlie.

1) Charlie requires to preserve the one-to-one mapping for
both IPs and IDs. Following the utility-down rule, the
dark gray area highlights all the levels that satisfy Char-
lie’s utility requirements. Also, the area with crossing
lines includes all levels that satisfy both the privacy and
utility requirements, i.e., (Ha, Ha) and (Ha, Na).

Alice requires to preserve the IP subnets. The light gray
area highlights all the levels that satisfy Alice’s utility
requirement. Since there is no intersection between the
upper shaded area and the light gray area, no level
can satisfy both the privacy-up and utility-down rules,
which means no anonymization primitive can satisfy
both the privacy and utility requirements for Alice.
However, the anonymization space makes it easy to
choose an alternative level that will satisfy the privacy
requirement while providing the best possible utility to
Alice, e.g., (Ha,Na).

2)

Note that, the privacy up and utility down (PU/UD)
rules given in this paper are only meant as examples
instead of universal rules since the relationship between
different anonymization primitives in terms of their privacy
and utility levels might may also depend on the specific
context or application. For the privacy up and utility down

(PU/UD) rules given in the above example, we leverage
the results of an existing study [22]]. Specifically, the authors
in [22] provide detailed comparisons of the state-of-the-
art anonymization methods (as shown in Table 1) in terms
of utility, privacy, and possible attacks. We leverage such
results to classify the privacy and utility levels that each
primitive provides in relation to other primitives, and hence
design our privacy up and utility down (PU/UD) rules.

4 REQUIREMENT TRANSLATION

This section details the requirement translation step.

4.1

To ensure a user-friendly interface, iCAT+ permits both the
data owner and the data users to express their requirements
in English. As a ramification, the primary challenge of trans-
lating any requirement is to understand that requirement
linguistically.

To overcome this challenge, iCAT+ leverages three pre-
trained models to perform our natural language process-
ing (NLP) tasks as follows: i) convolutional neural net-
work (CNN) architecture [23]; ii) BERT model [24]; and
iif) RoBERTa model [25]. The input of these models is an
English sentence representing the requirement, and a set
of language processing predictions are the expected out-
puts. The three models show very close results in terms
of translation accuracy, however, the CNN model is the
lightest-weight model in terms of size and speed, and hence
is the best overall choice as discussed in the following.
More details about the models” evaluation are presented in
Section For the rest of this work, we will center our
machine translation based on the CNN architecture [23] as it
results in the best performance/accuracy trade-off; however,
in Section [8} we show general guidelines to adopt the other
two models as if the dataset/user changes these results
might change.

The deployed NLP architecture is effective in extract-
ing the salient n-gram features from sentences to yield
informative semantics of sentence representation, and has
been reported as a popular deep-learning model that is

Machine Translation
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Figure 5: An example to explain the requirement translation process.

increasingly applied in sentiment analysis [26]. A detailed
survey of popular deep learning models demonstrates that
the representations learned from the text in [23] contain
a great deal of information about meaning in and out of
context [27]. The deep neural network architecture is trained
in an end-to-end fashion to process the input sentence by
several layers of feature extraction. In order to ensure that
the features in deep layers are relevant to the task, the NN
model is automatically trained by backpropagation. Our
deployed architecture consists of three special layers. The
first layer extracts the features for each word. The second
layer extracts features from the sentence while treating it
as a sequence with local and global structures. The third
layer captures the most relevant features over the sentence.
Unlike other NLP tools, the extracted features range from
semantic to syntactic constituents. Table[2]discusses the NLP
standards which are used here. In the following, we briefly
discuss each layer and the model parameters:
Layer 1 - Transforming Indices into Vectors: The de-
ployed architecture deals with raw words instead of
engineered features. The first layer in the NN architec-
ture is to map words into valued vectors, by applying
the lookup-table to each of its words, for processing by
following NN layers, whereas words are considered as
indices in a finite dictionary of words. Note that the
class label of each word in a sentence depends on a
given predicate. Therefore, the NN architecture must
be configured to encode which predicate is considered
in the sentence. Layer 2 - Variable Sentence Length: The
lookup table layer maps the original sentence into a se-
quence of n identically sized vectors. However, the size
n of the sequence varies depending on the sentence and
how many words it have. Note that, normal NNs are
not able to handle sequences of variable lengths, hence
a classical window approach only considers words in
a window of size k£ around the word to be labeled.
Therefore, a window layer is added so that one can
extract local features in lower layers, and more global
features in subsequent ones. Layer 3 - Max Overtime: A
third layer that captures the most relevant features over
the sentence by feeding the window layers into a “Max”
Layer, which takes the maximum over the sentence for

each of the output features. Note that, as the layer’s
output is independent of the sentence size and hence is
of fixed dimension, subsequent layers can be classical
NN layers. As the proposed architecture provides a way
to mark the word to be labeled, it will also be able to
use features extracted from all windows in the sentence
to compute the label of one word of interest.

Model Parameters. The Part of Speech (POS), the Name
Entity Recognition (NER) and the chunking tasks were
trained with the window version with k 5. Where a
linear model has been chosen for the POS and NER tasks
and a hidden layer of 200 units for chunking. The language
model task has a window size k£ = 11, and a hidden layer
of 100 units. For SRL, the network had 3 layers with three
lookup tables as follows. A convolution layer with & = 3
and 100 hidden units with a lookup table for the words
in lower case. Two hidden layers of 100 hidden units with
two that encode relative distances to the word of interest
and the verb. After that, those selected features are fed to a
number of fully connected layers, while these layers serve as
a classifier based on the learned feature. Finally, a Softmax
layer is used as the output layer to predict the probabilities
of each word in the target language.

As an example, Figure [5| shows how a data owner’s
requirement (e.g., “IP addresses are used to verify nodes
reachability”) is processed to obtain the attribute data
type IP and the associated anonymization primitive Prefix-
Preserving. Since the aforementioned requirement may have
multiple interpretations for the anonymization method, the
user interacts with the tool through a GUI interface to solve
the issue. This will be further discussed in Section 4.2

4.2 Ambiguity Resolution

If a particular requirement has multiple numbers of transla-
tion candidates, this may lead to an ambiguous condition,
i.e., which one from those translation candidates should be
chosen. The reasons behind such ambiguous situations and
the corresponding solutions are as follows.

o At the requirement parsing step, due to the typos or
NLP failures, the sentences entered by the user might
be mistakenly parsed. As a ramification, the require-



IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING 8
Seque- Diffe-
nces rence
\ Has / \ Maintains /
Defines Finds Finds Defines how
Cgrgﬁts calculates C?PUS::B %ﬁ?:tﬁgt Preserves
Captures Measures Is/ Maintains
/ calculates \ / Preserves \
One-
to-One
Round Sequ-
-Trip ences
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Figure 6: Ontologies of A) timestamp type-ontology and B) constant shifting method-ontology.
NLP Feature Meaning
Part-Of-Speech (POS) Labeling each word with a unique tag that indicates its syntactic role (i.e., plural, noun, adverb)
Chunking (CH) Labeling a sentence with syntactic constituents such as noun or verb phrase (i.e., noun phrase (NP) ).
Named Entity Recognition (NER) Labeling atomic elements in the sentence into categories (i.e., attribute, method, property)
Semantic Role Labeling (SRL) Giving a semantic role to a syntactic constituent of a sentence.
Semantically Related Words (SRW) Predicting whether two words are semantically related (i.e., synonyms, holonyms, hypernym)
Table 2: A list of NLP features used in iCAT+ and their definitions.

. . Datasets Category | Format | Records | # of Attr. | # of req
ment translation fails and the user has to re-enter the DST: Google cluster Reol SV 2,000 5 %
requirement. DS2: Neutron Synth. log 2,000 8 62

n the other hand, a particular requirement can b DS3: Nova Synth. DB 2,000 22 44
« O €0 R € R ! p ¢ . eq eme ¢ € DS4: BHPOBS Real text 1,027 22 43
translated into different anonymization methods. As an
example, we may consider a requirement, Reg-1: each Table 3: Different datasets used in evaluating iCAT+.
IP address must be mapped to one IP address and that can - - -
< . . . omain ther
be satls.fled w1th both the IP ha.shl.ng and the Preﬁx- Category Research Tndustry Research/ndusiry
preserving. In this case, the ambiguity solver of iCAT+ Expertise level M.Sc. | Ph.D. | Junior | Senior | Junior | Senior
will display a small multi-choice menu to the user, such Percentage 235% | 65% | 325% [ 141% | 88% 14.6%
Overall percentage 30% 46.6% 23.4%

that this ambiguity can be resolved interactively, with
the click of a button. This is worthy to mention that
we evaluate the user selection and propose a solution
to help him/her choose the right translation from the
multi-choice menu in Section[7]

¢ On the other hand, a requirement even can be expressed
in many different ways. For example, one requirement
states that the sequence of events in the logs should be
maintained, while the other requires that the correlation
between the logged records should be preserved. And
in both requirements, the order of the data is mandatory
for the analysis task and should be preserved to serve
the use purpose.

e There is also a possibility that a data user’s minimum
requirement leads to the utility level being higher than
what is allowed by the data owner according to his/her
privacy requirements. In this case, iCAT+ suggests alter-
native anonymization primitives that offer the closest
utility level to what is specified by the data owner. A
further discussion is presented in Section while
we describe the requirement mapping in detail.

Table 4: participants distribution over user experience levels.

5 ANONYMIZATION SPACE CREATION AND RE-
QUIREMENT MAPPING

In this section, we describe the procedures of building the
anonymization space and mapping the requirements on that
space in an appropriate way to ensure the privacy of the
data owner and the utilities for data users.

5.1 Anonymization Space Identification

iCAT+ identifies an anonymization space based on the data
received from a data owner to provide more choices to users.
Different steps of identifying such a space are as follows.
To identify the Anonymization Space modeling, and hence
to build the anonymization space lattice, first, iCAT+ loads
the available data from the data owner, deletes empty rows
or columns and converts the dataset into data frames, and
detects all the data attributes and their types based on pre-
defined patterns. For example, the time and date format,
the IP format, the IDs based on sequence numbering or
predefined patterns from the data owner. Second, iCAT+
allows the user to perform several data filtering operations
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manually or automatically to remove records from data. For
example, column deletion, row deletion, frequency dele-
tion based on the number of occurrences of a text, and
searched deletion based on the existence of a keyword.
Thus, the anonymization space lattice is identified based
on the attribute-type lattices corresponding to each data
attribute in the input data. Finally, the privacy/utility access
control model is generated as explained in section [3.2]based
on the translation of the requirements as discussed in the
following section.

5.2 Requirement Mapping

All the requirements are mapped with the anonymization
primitives as follows.

5.2.1 Ontology Modeling

An ontology specifies the conceptualization of a domain in
terms of concepts, attributes, relations and other distinctions
that are relevant for modeling the domain. Specifically, it
ensures a common understanding of information and makes
explicit domain assumptions thus allowing for a better sense
and use of data. In this paper, we utilize ontology modeling
to define the relationship between requirements and data
attributes/anonymization primitives [28].

To explain the ontology learning process, first, we define
the following concepts for data owners and users: (i) anony-
methods; (ii) method-functionality; (iii) attribute-types; and (iv)
attribute-synon. The instances of the anony-methods are the ex-
isting anonymization primitives and the method-functionality
instances are manually created based on the functionality
and unique properties that each anonymization primitive
can achieve. Moreover, the instances of the attribute-type
concept are the given attribute types, and the attribute-synon
instances are manually created based on the use/synony-
mous of each attribute type. Note that those are initially
manually generated and then automatically updated by the
feedback module based on the user interaction with iCAT+,
whenever a requirement fails to translate by the NLP mod-
ule as we will discuss in Section After that, we find the
relationships between those concepts’ instances by defin-
ing relations between the anony-methods and the method-
functionality concepts. Also, by defining relations between
the attribute-types and the attribute-synon instances. As an
example, Figure [f] shows that the type-ontologies related to
the timestamp attribute type and the method-ontology related
to the constant shifting anonymization primitive. After that,
we store the resulted ontologies into two separate tables,
namely, the type-ontology and the method-ontology.

5.2.2 Requirement Matching

For requirement matching, the learned ontologies are ap-
plied to the processed and the filtered requirements pro-
vided by the NLP to find the data attributes and the
anonymization primitives. Every tokenized word in the
processed requirement is matched with the attribute type
and the anonymization method ontology tables as shown in
Figure f|and discussed as follows.
o For each tokenized word of each annotated require-
ment, first, the tokenized word is matched with the type
ontology and then with the method ontology.
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o If the tokenized words are mapped to only one record
from the attribute type ontology table and one record
from the attribute method ontology table, then the
requirement is translated properly, and the mapper will
pass to the second requirement.

o If none of the tokenized words matches any record in
both the type and the method ontology tables, the word
is removed from the sentence annotation table.

o If the user tokenized words fail to map to any record
from the type and/or the method ontologies or if
the tokenized words have multiple matching, then the
mapper will return an error message to the user report-
ing this issue and forward this conflict to the ambiguity
solving process.

5.3 Permission Granter and Anonymization

After translating all the requirements and generating the
corresponding anonymization space lattice, the data users
are allowed to access only that portion of the anonymization
space that is approved by the data owner. Hence, iCAT+
associates the data user identity with the privacy level spec-
ified by the data owner, and that is required to determine
the anonymization sub-space assigned to them based on
the PU/UD access control rules as discussed in Section
Finally, based on the granted anonymization primitives,
data users can choose different anonymization combinations
to anonymize the data and get the final anonymized output.

6 EVALUATION OF iCAT+

In this section, we measure iCAT+’s effectiveness and per-
formance through experiments using both synthetic and
real datasets. Additionally, we evaluate iCAT+’s usability
through a user-based study with participants from both
industry and academia working on data analysis.

6.1
Our experimental setup for the evaluation is as follows.

Experimental Setup

6.1.1 Dataset Specification

We consider four different datasets, i.e., DS1, DS2, DS3, and
DS4 for the experimental evaluation of the iCAT+. DS1 is
the Google cluster dataset [11] (i.e., traces from requests
processed by the Google cluster management system), while
DS2 is cloud logs collected from OpenStack Neutron ser-
vices (i.e., the networking service of Openstack). DS3 is a
database dump of the OpenStack Nova service, and DS4 is
the BHP-OBS machine learning dataset [29]. We select these
datasets for the following reasons: (i) the privacy constraints
and requirements are already known for datasets from the
industrial collaborator; (ii) these public datasets are widely
used in research labs [11]. In Table 3| we provide more
details about the selected datasets (i.e., category, format,
number of records, etc.).

6.1.2 User-based Study Specification

To evaluate the usability of iCAT+, we prepared question-
naires and conducted a survey with an expanded group of
participants including those who have a background that
is not directly related to the field (e.g., civil engineering,
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accounting, and electrical engineering). The new partici-
pants are also selected from both academia and industry,
with 8.8% of them at junior level and 14.6% senior, to
better evaluate the usability of iCAT+ for users with diverse
backgrounds.

Participants. In this process, we considered two types of
participants, i.e., data owner participants and data user
participants. To solicit participants, we placed a flyer on
the university campus, reached out to participants from
other domains, and also sent it to our industrial collabo-
rators. The on-campus flyer requires that participants: (i)
should be able to pose clear requirements (e.g., how to
use the data and what properties need to be preserved);
(ii) should be able to evaluate the usefulness and usability
of the data after the experiments. On the other hand, the
request sent to the industry indicates that participants: (i)
should be able to write their institutional privacy constraints
and requirements that govern data sharing; (ii) should be
able to verify whether the final anonymized output of the
data meets those requirements/constraints. At the end of
this data acquisition procedure, we received feedback from
nine researchers from different university labs, fourteen
participants from four industrial organizations and 7 par-
ticipants from other departments. Table fff summarizes the
participants’ experience levels for each category in percent-
age, where we categorize them based on their educational
level and industrial experience (i.e., for Research: M.Sc. and
Ph.D., and for Industry: junior and senior).

Procedures. We divided our study into four data
anonymization operations based on the considered datasets
and asked the participants to select one of those four; corre-
sponding to their domain. After that, the participants had to
input their requirements and interact with iCAT+ until the
anonymization operation was completed. Finally, we asked
the participants to fill a post-experiment questionnaire to
report the correctness or satisfaction level of the usefulness
of data and the privacy constraints. We also recorded the
requirements entered by the participants to evaluate the
effectiveness of iCAT+.

6.2 Effectiveness of Requirements’ Translation

In the first set of experiments, we compare the transla-
tion accuracy, time consumption, and size of the three
different NLP models, namely, the CNN model [23], BERT
model [24], and RoBERTa model [25], using DS1 presented
in Table Figure [/]JA shows that the three are very
close in terms of accuracy with respect to the four NLP
tasks we tested (i.e., Part-Of-Speech (POS), Chunking (CH),
Name-Entity-Recognition (NER), and Stop-Word-Removing
(SWR)). However, the CNN model consumes the lowest
time to perform the tasks as shown in Figure [/]B with
respect to the other NLP models. This is mainly because
the CNN is smaller in size and hence it is faster (specifically,
the CNN model is around 0.5GB in size, while the other
two models are almost 1.5GB each, as shown in Figure C).
Therefore, for the rest of this work, we will center our
machine translation based on the CNN architecture [23]
as it results in the best performance/accuracy trade-off.
Additionally, in Section [8| we provide general guidelines
for adopting the other two models.
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In the second set of experiments, we calculate the per-
centage of correctly translated requirements to measure
the effectiveness of the system (in terms of translation
capability) for four different datasets depicted in Table
Hence, we manually investigated the recorded user’s re-
quirements and categorized the failures as follows: (i) the
privacy leakage/utility loss caused by both data owner-
s/users through wrongly chosen anonymized methods; (ii)
the failures caused due to misinterpretation of iCAT+ on
either the data owners or the data user’s requirements.

Figure[8lA depicts that the overall effectiveness of trans-
lating data owners’ requirements is significantly high, while
DS2 shows the lowest accuracy but even that is 97.1%. The
primary reason behind such higher accuracy is our highly
efficient CNN model for the NLP in language processing
predictions and consequently assists in developing a rich
ontology table. However, any failure of the NLP (e.g., typos
of user’s input can easily guide the NLP to make a wrong
interpretation) may have a significant impact on overall
performance. After finding such translation failure, iCAT+
immediately triggers the ambiguity solver for asking a
manual interpretation. This solver reduces the error rate
through interactive communication with the users, where
they can directly intervene in the case of any uncertain
requirement. Hence, there is no failure reported from the
ontology modeling mapping as depicted in Figure [8|A. Not
only for data owners, but the ambiguity solver also assists
in attaining high accuracy in the translation of data users’
requirements as depicted in Figure [8|B.

The translation accuracy is also influenced by the num-
ber of attributes. Table 5| depicts that a higher number of
attributes may lead to a higher probability of translation
failure. The reason behind such a negative influence is that
while the number of attributes is higher, there is a higher
probability that the same attribute type may appear multiple
times in the dataset and hence, causes a translation failure.
As an example, the dataset DS2, in Table @ is a cloud
log dataset, and the attribute ID appears five times (ie.,
project ID, tenant ID, event ID, VM ID, and host ID). The
user has to be precise in writing his/her requirement to
differentiate between these attributes when s/he writes that
requirement which is involved with the ID attribute type.
As a ramification, if a user requirement is not precise to
differentiate between the attributes of the same type, the
translation operation will fail because the tool will not be
able to select the relevant attribute to the requirement.

Our new results show that the Ease of use, interactivity,
and user-friendly category has an overall score of 5.7/7 and
the No-need for support/background to use category has an
overall score of 5/7. Those satisfactory results are attributed
to three new features of iCAT+: i) iCAT+ adds a pop-up
message to explain the data anonymization primitives with
examples to ensure that the user has a good understanding
and makes the right selections; ii) iCAT+ includes infor-
mation about the use-cases and the anonymization output,
which is accessible at any time with the press of a but-
ton; iii) The feedback module and the enhanced ambiguity
solver module of iCAT+ are continuously learning from
user inputs to improve the requirement translation. Finally,
Table[5|shows a comparative analysis of the number of failed
requirements presented in Figure [8f We can only observe
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Datasets | Total requirements Data owner Data user
q Utility loss | Manual validation | No-translation | Utility Ioss | No-translation
DS1 56 2 3 0 4 0
DS2 62 0 2 0 7 0
DS3 44 1 2 0 2 0
DS4 43 4 4 0 5 0
Table 5: An evaluation of the failed translation of requirements.
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Figure 7: NLP models comparison: A) NLP Tasks evaluation; B) Time consumption evaluation; C) Size comparison.

privacy loss from the data owners’ side due to failures in
the NLP modeling. Utility loss could be caused by data
users’ sides due to an incorrect translation of data owners’
requirements and a misinterpretation of the anonymization
methods by data users. We discuss these issues and their
potential solutions in Section
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Figure 8: The effectiveness of requirement translation at A)

data owner and B) data user sides.
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6.3 Usability

Since there are many existing anonymization tools in prac-
tice, along with the performance comparison of iCAT+
with these existing tools, we also intend to evaluate its
acceptance probability a large number of users. For this
purpose, we conduct a survey based on two questionnaires,
as we mentioned earlier. The first questionnaire follows the
standardized usability questionnaire [30] and consists of 19
questions. This questionnaire determines the users’ satisfac-
tion towards the services provided by the tool (e.g., whether
this tool converges the views and bridges the gaps between
data owners and users). On the other hand, the second one
surveys the sensitivity of the attributes and the trust level
in different actors used to propose privacy/utility access
control mechanisms for different attributes anonymization.

The surveys are summarized in Table [, where we
categorize the evaluation criteria and rate their respective
average score out of seven, as instructed in the used ques-
tionnaire [30]. The results indicate that the data users are
satisfied with being a part of the anonymization process by
expressing their requirements. On the other hand, the data
owner participants from the industry clearly show interest

in this tool for being able in owning different anonymization
levels of the same input data instead of the encrypt/hide
policy which they usually use. Data users also report that
the tool requires some privacy expertise, especially during
the implementation of the ambiguity solver. As mentioned
earlier, to address such issues, we have revised our design
by adding concrete examples to the tool for the anonymiza-
tion primitives making them more understandable for the
tool users.

6.4 Evaluation of Resource Consumption

To evaluate the overhead from different modules of iCAT+,
we intend to estimate the required time, memory, and CPU
consumption. All the experiments are performed on a ma-
chine running the MACOS 11.2 operating system equipped
with Intel Quad-Core i5 CPU 3.8GHz and 16GB 2400 MHz
DDR4 RAM.

Figure |§| depicts the required time, memory, and CPU
consumption of the data anonymization process for four
different datasets. We measure these resource consumptions
for five distinct events: (i) Data loading and pre-processing
(i.e., data owner side only); (ii) Anonymization space and
access control matrix generation (i.e., data owner side only);
(iif) Ontology mapping and learning (i.e., on both data
owner and data users sides); (iv) NLP processing using
the CNN results (i.e., on both data owner and data users
sides); (v) The resource consumption of data anonymization
(i.e., data owner side only). Figure [J] illustrates that from
the data owner side, after a one-time effort to load the
data, other operations have negligible consumption. On the
other hand, the overhead resulting from NLP processing
and data anonymization is mainly related to the original
implementation of these models and does not require too
long to be operated [23].

6.5 Comparison

In this section, we compare the performance of iCAT+
with the preliminary version of this work (iCAT [12]]). For
a fair comparison, we use the same machine to perform
these experiments. Figure[10]illustrates that iCAT+ ensures a
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Category Question Score out of 7 | Average out of 7

It was simple to use iCAT+ 6.4
I can effectively complete my work using iCAT+ 55
I am able to complete my work quickly using iCAT+ 4.6
Ease of use, I am able to efficiently complete my work using iCAT+ 57

interactivity, and I feel comfortable using iCAT+ 5.6 5.8
user friendly It was easy to learn to use iICAT+ 47
I believe T became productive quickly using this system 6.2
The interface of this system is pleasant 6.6
like using the interface of this system 6.7

Errors detecting, iCAT+ gives error messages to fix problems 59 585

reporting and recovery I recover easily/quickly when I make a mistake 5.8 '
{CAT=+ does not It is easy to find the information I needed 53
The information provided for iCAT+ is easy to understand 4.4
need support/ The inf tion is effective | leting the task 16 5
background to use e information is effective in completing the tasks .

The information organization on iCAT+ screens is clear 59

The information provided with this system is clear (e.g., online help and other documentation) NA NA

This system has all the functions and capabilities I expect it to have Comment 6.2 6.2

The overall satisfaction I am satisfied with how easy it is to use iCAT+ 5.6 59

I am satisfied with this system 2 )

Table 6: The results of usability based on a questionnaire designed following [30].
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Figure 9: The resources consumption by iCAT+: A) Time consumption; B) CPU consumption; C) Memory consumption.

significant improvement in the effectiveness over iCAT. This
improvement achieved in the translation process is mainly
due to three unique features of iCAT+: (i) the CNN-based
NLP model that improves the requirements translation pro-
cess; (ii) the feedback module that enriches the translation
dictionary with new ontologies in case of translation failure;
(iif) the pop-up messages that educate the users about the
anonymization methods functionalities and use. Hence, the
interactive behavior of iCAT+ assists to correct a translation
failure through the feedback module and reduce the prob-
ability of dropping requests compared to the preliminary
version of this tool.

On the other hand, Figure depicts the resources
consumption comparison between these two works for the
changed processes, namely, the ontologies mapping and
NLP processing. The resources consumption (i.e., time,
memory, and CPU) for the ontologies mapping process
has slightly increased in iCAT+. This increment is mainly
due to the overhead resulting from the new ontologies
learning process and updating the translation dictionary. On
the other hand, since the newly deployed NLP processor
has optimized implementation compared to the preliminary
version of this tool, the NLP process resources consumption
is decreased. Hence this can be depicted that though iCAT+
consumed slightly higher resources due to the ontologies
learning process, the efficiency of requirements translation
was significantly improved as shown in Figure [10}

7 CASE STUDIES

In this section, using three case studies, we demonstrate the
importance of our proposed anonymization space concept
and we also highlight the strengths of iCAT+ methodology
over other anonymization tools.

71

We study the impact of three publicly available data sets,
which are widely used by the researchers [31], on the
anonymization space or its size. The selected data sets
vary from network traces to cloud logs and IoT data, etc.
The main objectives of this study are: (i) to measure the
anonymization space size for different datasets; (ii) to em-
phasize that the anonymization decision by data owners
(i.e., represented by the selection from the multi-choice
menu when ambiguity occurs) can vary the privacy/utility
level of the final anonymized output.

Table [7] depicts the size of the anonymization space (i.e.,
the total number of anonymization combinations that can
apply to the corresponding dataset). Based on the data
owner’s privacy requirements, a sub-space is selected for
the data user and finalized the information to the final
anonymized output. As per our best knowledge, iCAT+ is
the first tool to allow data owners to determine the location
of the final anonymized output from a utility and privacy
point of view. Unlike other tools, iCAT+ is able to quantify
the final anonymized output in terms of utility and privacy

A Study on the Size of Anonymization Space
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A) Comparison of data user requirements translation

B) Comparison of data owner requirements translation
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C) Comparison of the failed requirements translation
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Figure 10: A comparison of the translation effectiveness between iCAT and iCAT+: A) for the data user requirements
translation; B) for the data owner requirements translation; C) for the failed requirements translation.
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Figure 11: A comparison of the resources consumption between iCAT and iCAT+: A) for the time consumption; B) for the
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Datasets Category Source Format | Number of Attributes | Size of the Anonymization Space
DS1: Google cluster Real UCI data repository CSvV 9 10.07 M
DS2: OpenStack Neutron | Synthetic | Generated in our lab log 10 60.5M
DS3: OpenStack Nova Synthetic | Generated in our lab DB 8 1.7M
DS4: BHPOBS ML Real UCI data repository text 8 1.7M
DS5: IoT data Real UCI data repository CSvV 11 362.8M
DS6: Network traces Real UCI data repository pcap 7 280k

Table 7: The size of the anonymization space for the selected datasets.

concerning all other anonymization possibilities. Note that
the anonymization space is never fully generated or stored
by iCAT+. iCAT+ works along each dimension separately,
based on the translated data user and data owner require-
ments, to identify the right primitive along each dimension,
and then the combination of those primitives will conceptu-
ally form a chosen "point” within the anonymization space
(without actually generating or searching this anonymiza-
tion space). Therefore, the cost to perform this for specific
input data is proportional to the summation of the domain
sizes of attributes, not their multiplication (which would
have resulted in an exponential increase in the size).

7.2 A Study on the Multi-level Anonymization

The objective of this study is to determine the need for
multi-level anonymization by studying the sensitivity of the
attributes and the trust level for different actors. To attain
this purpose, we prepare an online questionnaire form that
has been filled by participants from both academia and in-
dustry as we discussed in Section [6} This questionnaire asks
participants to anonymize data given a set of anonymization
primitives and different data receivers. The results of this
questionnaire are listed in the table of Figure[12] To demon-
strate the trend, we also apply the marginal distribution and
draw the trend of each attribute and actor of this survey as
depicted in Figures [I2JA and [I2]B. These two figures depict

that the attributes and actors are associated with different
sensitivity levels. The attributes e.g., Time, ID, Constant,
and Numbers have similar data-sharing strategy; internal
actors could have low privacy and high utility results, while
competitors would be only provided with high privacy and
low utility data. The main reason is that those attributes are
not as sensitive as personally identifiable information, but
still can leak information that can be used to stage security
attacks. On the other hand, attributes IP and Numbers (e.g.,
salary in our survey) are considered to be sensitive attributes
for all levels of actors who prefer to apply at least Level 2
anonymization on them. This can be due to sharing policies
or cultural background which makes them less willing to
share the information carried by those attributes. Figure[12B
confirms the trust levels of the actors through the levels of
anonymization methods they are mostly assigned. Internal
auditors are mostly granted Level 1 anonymization only,
while competitors could only get Level 6 anonymization
results. On the other hand, external auditors and researchers
(generally under a non-disclosure agreement) share similar
trusted levels. This shows the participants share similar
visions related to the internal auditor and competitors and
consider the external auditors and researchers harmless.
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Attribute | Actor | Levell | Level2 | Level3 | Leveld | Level5 | Level6
1 95% 5%
. E 45% 38% 6% 6% 5%
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1 80% 5% 5% 10%
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R 50% 5% 5% 10% 20% 10%
C 10% 25% 65%
1 55% 5% 40%
X E 70% 15% 15%
String
R 25% 60% 5% 10%
C 20% 25% 55%
I 75% 20% 5%
P E 35% 15% 20% 20% 5%
R 40% 40% 10% 10%
C 25% 75%
1 40% 40% 20%
E 55% 20% 10% 5% 10%
Constant
R 45% 10% 30% 5% 10%
C 25% 5% 15% 55%
I 60% 30% 5% 5%
E 25% 50% 5% 20%
Number
R 5% 50% 5% 20% 20%
C 5% 45% 55%
30
30 —#— Timestamps
s 20
c
22 2
) >
i) a
= B 10
B 10 &
[a)]
0 0
1 2 3 4 5 6 1 2 3 4 5 6
40 25
30 20
S 5
= =
22 31
= s
vs —
0 810
A 10
0 5 >
1 2 3 4 5 6 1 2 3 4 5 6
20 30
15
é 5 20
_8 10 §
3 3 10
0 a
ol
0 0
1 2 3 4 5 6 1 2 3 4 5 6
Anonymization levels Anonymization levels
A) Sensitivity of different data attributes
80 ! ! ! ! !
—8— Internal Auditor
60 - —o— External Auditor 4
5 —»— Researcher
E= a0l —A— Competitor |
2
3
A 20+ ,

2 3 . 4
Anonymization levels
B) Sensitivity of different data actors

Figure 12: Users’ feedback on the multi-level anonymization
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7.3 A Study on the Satisfaction of Anonymized Data

We also investigate the wunderstanding of different
anonymization methods by data owners mainly for two
reasons. First, to check whether the selected anonymization
method meets the data owners’ requirements and then to
show the impact of the selected anonymization primitives
on the privacy/utility level. For these purposes, we take
a sample of OpenStack cloud data, provide it to the user
study participants and ask them to anonymize it such that
their privacy requirement would be satisfied. After that, we
illustrate the plain and anonymized data and present it to
the participant to check whether the anonymization process
configured by data owners can meet their expectations.

The benefits of this selected cloud data to perform this
experiment: (i) the data syntax is simple and understandable
(i.e., the data consists of IP addresses, IDs, and reachability
rules), and (ii) the data can be easily represented in a visu-
alized form. Figure [I3]A shows the plain data visualization
and the remaining parts of the figure depict the visualiza-
tion of the anonymized data using different anonymization
primitives as mentioned at the bottom of each figure.

‘ Reachable Node . Physical Host

Network connection «— ‘

b) IPs prefix-preserved, IDs hashed

spd ooy

100xx  Hos 100xx 100xx  Hostl

® e B

d) IPs truncated, IDs randomized
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Figure 13: The visualization of plain and anonymized data
using different anonymization methods.

As we can see in Figure|13} the output of the anonymized
data can vary from high utility output as shown in Fig-
ure [I3|B where all the properties of the original data are
preserved to high privacy output as shown in Figure [13]D
where all the mentioned properties are hidden. 63% of the
participant has selected the anonymization method pre-
sented in Figure[I3]B, and only 39% of them were satisfied
with the final anonymized output. On the other hand, 73%
of the participants have selected anonymization methods
presented in Figures [I3|B and [13|C, while 84% of them are
happy about the final anonymized output. Hence this can
be concluded that visualizing the data may assist the data
owners to evaluate their selected anonymization primitives
to evaluate their satisfaction level. We will discuss this
outcome more in detail in Section

8 DISCUSSIONS

In this section, we make an overall discussion on various
aspects of iCAT+.

Extensibility and Guideline for Customizing the
Anonymization Primitive. We have made iCAT+ modular
by making all its major components independent, as shown
in Figure 2l Such modularity can allow the tool users to
customize the anonymization process with less effort in
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order to provide anonymization as a service. In the cur-
rent version of iCAT+, the anonymization primitives’ codes,
the anonymization levels (i.e., lattices), the anonymization
primitives’ properties, and the NLP module can all be up-
dated separately through configuration files. For example,
in order to change the machine translation model, the user
only needs to update the “MLModel.txt” configuration file
with the name of the new model to use from the Hug-
gingface Al community [32]. Moreover, in order to add a
new anonymization primitive, two configuration files need
to be updated as follows: i) “AddPrimiCode.txt” file with
the actual code of the new anonymization primitive, and
ii) “AddPrimilnfo.txt” with the name of the anonymization
primitive and the privacy level it provides with respect to
the existing primitives in the tool.

Protection Against Learning Phase Exploitation. An at-
tacker may attempt to abuse the learning process of iCAT+
by inserting records into the translation dictionary during
any manual interpretation of mapping the translated re-
quirements into a higher utility level. However, since the
data owner and the data user requirements are working
separately, the data user is incapable of influencing iCAT+ to
use a primitive that breaches the data owner’s requirements.
The iCAT+ ensures the enforcement by; (i) during require-
ments translation, the ontologies for the data owner and
data users, respectively, are stored and used separately; (ii)
iCAT+ does not allow the data owner to make any dataset
available for sharing until a privacy level is assigned to each
data attribute (by processing requirements either through
NLP or manually). Consequently, if the data user tries to
insert any records in the translation dictionary, it does not
affect the privacy level assigned to him/her as the trans-
lation of the data owner’s requirements is performed using
another dictionary assigned to him/her. Moreover, a dataset
will not be available for data users until an anonymization
level is assigned to each data attribute.

Data Users Collaboration. iCAT+ does not implement any
countermeasure against the multi-users collaboration, i.e.,
two or more users may share their anonymized data among
them to extract more information than what is shared by
the data owner. However, the implemented PU/UD rules
act as a countermeasure. These rules ensure that, even
if a collaboration happens among several data users, the
maximum information that they can achieve will be equal to
the utility level assigned to the highest privileged user. More
precisely, only the levels inside the “utility-down’ region can
be extracted from the data with maximum utility without
violating the data owner’s privacy requirement.

Compositional Analysis. A well-known issue in
anonymization is that releasing multiple views of the
same data may breach privacy since an adversary can
combine them. However, in our anonymization space
lattice, whatever levels inside its ‘privacy-up’ region can
be safely released because all those views contain strictly
less information than the specified privacy level and hence
such combining efforts do not produce any advantage.
However, if the data user is mistakenly assigned different
privacy levels at different times, then s/he can potentially
combine those views to gain more information. However,
the anonymization space lattice makes it easy for the data
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owner to see exactly what s/he will gain (i.e., the GLB of
those levels) and take appropriate actions.

Business Potential. At present, data is becoming one of the
most valuable assets, and the determiner of success in many
aspects. We believe iCAT+ can be used to provide ‘data
anonymization as a service’ in which the data owner sets the
desired privacy level for each (type of) data user, without
worrying about their utility requirements. Afterward, the
data users can interactively query the tool without any
intervention from the data owner. The data owner can be
sure that the privacy is preserved, whereas the data users
can obtain as many anonymized views of the data as needed
for different analyses.

Privacy Analysis. Since iCAT+ does not propose any new
anonymization primitive rather than relies on the correct-
ness of existing primitives, the privacy/utility level pro-
vided by iCAT+ will be the same as the anonymization
primitives being used. However, iCAT+ may mistakenly
translate the data owner requirements and map them to
anonymization primitives that provide lower/higher pri-
vacy levels. Hence, in our design, the data owner-side
requirement translation is only intended as a suggestion,
which requires further validation by the data owner to
ensure the correctness of the privacy level assigned to each
data attribute.

Data Linkage. We emphasize that such a limitation, de-
anonymizing a given dataset using publicly available data,
is not due to iCAT+ as we mentioned earlier in our threat
model (Section . Nonetheless, using iCAT+, the data
owner will have the flexibility to assign a privacy level for
each data attribute and for each data user based on their
trust. Consequently, the data owner can always specify a
higher privacy level for less trusted users, users with back-
ground information of the shared dataset, or for sensitive
attributes (e.g., randomization, truncation, hiding, etc.). And
the final anonymized data generated by iCAT+ will be more
resistant to linkage attacks.

Data Visualization. The study presented in Section
indicates that data owners were not satisfied even with their
own selection of anonymization methods after visualizing
the anonymized data. This dissatisfaction may not occur
due to a lack of understanding regarding the output of
the anonymization methods rather than due to a lack of
imagination on how the different anonymized attributes can
be linked together. As a consequence, there might be a scope
of working on the visualization of the plain and anonymized
data to offer a better scenario to data owners in understand-
ing their anonymization selection, and hence they would be
able to make a comparison of the anonymized data with
their inserted one.

9 RELATED WORK

In this section, we discuss the existing works in the domain
of machine learning (ML), anonymization and the domain
of privacy goals mining from privacy policies. We also
demonstrate the existing data anonymization tools, their
limitations and provide a taxonomy based on the nature of
each tool into- (i) cryptography-based anonymization tools,
and (ii) replacement-based anonymization tools. Finally, we
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Tool Anonymized Fields Anonymization Primitive
Name NF fields | IP | Port | Header | Payload || Pref-Pres | Hiding | Permutation | Truncation | Hashing | Shifting
AnonToo [33] v v v v v v
CANINE [14] v v v v v v v v
CoralReef [16] v v v v v v
Flaim [15] v v v v v v v v
[Psumdump [34] v v v
NFDump [35] v v
SCRUB [36 v v v v v v
TCPanon [13] v v
tepdpriv [37] v v v v v v v
TCPmkpub [38] v v v v v v
TCPurify [39] v v v v v
iCAT+ v v v v v v v v v v
Table 8: Comparing existing network data anonymization tools with iCAT+.
Tool Anonymized Fields Anonymization Primitive Mapping
Name Number | Path | ID | string | IP | Timestamp Hiding | Substitution | Randomization | Hashing | Shifting Look-up table | algorithm
Camouflage [10] v v v v v v v v v v v
Loganon [9 v v v v v v
Log-anon [9] v v v v
Flaim [15] v v v v v v v v v
NLM [40 v v v v v v v
bsmpseu [41] v v v v v v v v v v
iCAT+ v v v v v v v v v v v v v

Table 9: Comparing different features of existing replacement anonymization tools with iCAT+.

study the tools” capabilities under each taxonomy in terms
of the features they provide, the fields that they cover, and
the anonymization primitives they support.

In [42], the authors propose a machine learning-based
model that could remove sensitive personal health infor-
mation. Unlike iCAT+, the authors deploy an ML algo-
rithm to act as anonymization primitive to anonymize data.
However, in iCAT+, the ML algorithm is used to help in
understanding the users’ needs and translate them into the
appropriate anonymization primitives only. Moreover, we
link the requirements translation phase in iCAT+ to the pri-
vacy goals extraction from the privacy policies mining field,
as we are aiming the same interest in inferring requirements
from the natural English text. On the other hand, in [43],
[44], the authors introduce the goal-based requirements
analysis method (GBRAM) and heuristics to extract goal
specifications from the text. Then, they apply GBRAM to
mine privacy goals from privacy policies. In [17], the authors
report results from three experiments aimed at assessing
the potential of crowdsourcing requirements extraction to
non-experts. The authors show the cost, efficiency, and
effectiveness of that task and conclude that using NLP tech-
niques, the cost decreases, and the requirements coverage
increases compared to manual extraction by trained experts.
A combination of crowdsourcing and NLP is implemented
in [45], while the authors introduce and evaluate a method
that combined crowdsourcing and NLP to extract goals
from privacy policies. Their analysis depicts that crowd
workers can provide human interpretations while that are
still beyond the state of the art in NLP and the NLP can
provide a cost-effective and more effective goals extraction.
As per our best knowledge, unlike all existing works, iCAT+
deploys the extracted privacy goals from the privacy policy
in data anonymization.

To distinguish iCAT+, we present our taxonomy of ex-
isting data anonymization tools. Table [§| compares those
tools according to the anonymized fields (e.g., IP, header,
port, etc.) and the anonymization primitives they use. As

shown in Table 8} except iCAT+, none of those tools can
support all the attributes or anonymization primitives (let
alone the flexibility for customization), nor can take users’
requirements to understand their privacy and utility needs.
The cryptography-based anonymization tools are consid-
ered as the first taxonomy, whereas most of the existing tools
under this taxonomy use cryptography-based anonymiza-
tion primitives; such as prefix-preserving, shifting, hashing,
and permutation. Existing tools in this category are used to
anonymize network traces and mainly anonymize the TCP
header. However, some of those tools support live inter-
faces anonymization to anonymize the data in a running-
time manner. Moreover, tools under this taxonomy provide
higher privacy output and are well known to be more user-
friendly as the tool user does not require to have good
knowledge about the anonymization primitives.

The second taxonomy is the replacement-based
anonymization tools, while the existing tools in this cat-
egory deal mainly with log files and anonymized data
by replacing the sensitive attributes (e.g., passwords, sys-
tem logs, files paths, etc.) in the log with some values
predefined by the user in the so-called rule-file or gener-
ated using deterministic cryptography algorithms. The rule
file contains patterns used by the tool to perform pattern
matching and the conversion state of the anonymization
can be stored in a look-up table. Table [J] compares these
tools in terms of anonymized fields, anonymization prim-
itives used, and how the mapping is achieved. This cat-
egory of anonymization provides a higher utility output
because it preserves some property of the original data
(e.g., equality, format, order, etc.). However, this is also
susceptible to de-anonymization attacks, known as semantic
attacks (e.g., frequency analysis, injection, and shared text
matching attacks). Moreover, those tools are generally not
user-friendly and require knowledge about conducting tool-
based search patterns and managing the conversion state of
the anonymized data.
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10 CONCLUSION

Due to a lack of understanding of the requirements as
well as the non-customizability of the existing anonymiza-
tion tools make this inflexible and hence inefficient to
support various privacy and utility requirements of both
data owners and data users. To address these issues, in
this paper, we proposed an interactive and customizable
data anonymization tool, namely, iCAT+, which takes user
requirements in English, automatically processes those re-
quirements using an NLP technique, and addresses the
flexibility limitations of most existing tools by creating a
customizable anonymization space. iCAT+ can ensure the
active participation of data users in making their own
decisions. We leveraged a CNN-based NLP to make the
requirements translation process automated. Since, due to
typos, the designed NLP may fail to translate any require-
ment, iCAT+ can trigger on a feedback module to accept the
manual interpretation. We made an extensive analysis based
on both real and synthetic data to evaluate our proposed
solution and formally achieved higher effectiveness (e.g.,
98% of users’ requirements were correctly translated), while
the decision-making time was significantly small (e.g., 64
seconds). In addition, we conducted several user surveys
and obtained quite positive feedback from the tool users
who participated from both industry and academia.

Future Work. As the future direction, we plan to investigate
the possibility of developing a public interface for iCAT+,
where data owners can give access and specify trust lev-
els to users who will interact with the tool to get their
anonymized data. We also intend to provide an interface
to add other primitives to allow tool users to integrate
additional anonymization primitives into the tool.
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